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Generative AI news is everywhere

New AI model efficiently reaches 
clinical-expert-level accuracy in 
complex medical scans
- UCLA Health How Generative AI Is Transforming 

Medical Education

- Harvard Medine

Can AI be blamed for a teen's 
suicide?

- New York Times

https://www.uclahealth.org/news/release/new-ai-model-efficiently-reaches-clinical-expert-level
https://www.uclahealth.org/news/release/new-ai-model-efficiently-reaches-clinical-expert-level
https://www.uclahealth.org/news/release/new-ai-model-efficiently-reaches-clinical-expert-level
https://how%20generative%20ai%20is%20transforming%20medical%20education/
https://how%20generative%20ai%20is%20transforming%20medical%20education/
https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html
https://www.nytimes.com/2024/10/23/technology/characterai-lawsuit-teen-suicide.html


It can feel overwhelming at times.
Experts don't seem to agree.

AI will cure cancer and solve climate change.
No, it will destroy humanity! 
No, it won't destroy humanity, but it will lead to a flood of disinformation!



Developing AI literacy can help you 
cut through the hype.



Knowing what's possible with AI can help you decide 
what's practical and ethical for your use cases.



This webinar is a preview of 
an upcoming online course 

Begins Feb. 7, 2025
(6 weeks)

We're recording this session.

Link to the slides:
https://bit.ly/hennig-genAI
 

Add your questions to the chat, 
we'll answer at the end.

https://bit.ly/hennig-genAI%EF%BF%BC%E2%80%8B


Topics for each week
Understanding the 
technology

1.

Prompting for language 
models 

2.

Using multimodal features
(computer vision, etc)

3.

4. Multimedia generation

5. Staying current and avoiding the hype

6. Applications of generative AI in 
healthcare and medicine

Ethical questions will be covered in each unit (privacy, bias, copyright).



About me
Worked at the MIT Libraries for 14 years, first 
as webmaster, then head of UX department

2013 - 2018
My own business: technology 
training for librarians.

books

webinars

online courses

https://nicolehennig.com/books
https://nicolehennig.com/webinars
https://nicolehennig.com/courses/


2019 to the present 

E-learning developer at University of Arizona
I collaborate with my colleagues to create online tutorials. 



Course set-up 
Introduce yourself

Whatʼs your AI-adoption personality?
Complete a fun personality quiz to find 
out your “AI-adoption personality.ˮ

Set up free accounts on ChatGPT, 
Claude, Perplexity, Elicit, and 
NotebookLM.
(others are optional)

Fill out a brief survey asking about your 
experience with generative AI.



Format for each week

Several short 
video lectures

Hands-on activities
(with discussion) Readings 

(with discussion)

Expected time to complete each week: about 2 or 2.5 hours



Week 1 - Understanding the technology



Short videos about 
the technology



Where does ChatGPT fit?



What is machine learning?
A subfield of AI that involves developing models that can automatically learn 
from and improve their performance based on input data, allowing computers 
to make predictions, recognize patterns, and solve problems without being 
explicitly programmed for each task.



Without being explicitly programmed!
They learn patterns, instead of following rules.

They are probabilistic, not deterministic.



This is very 
different from 
explicit software 
programming 
and rules.
It's about patterns and probabilities.

There's no "if this, then that…"



What is deep 
learning?
It's a particular type of neural 
network known as a deep neural 
network, which consist of 
multiple layers of interconnected 
nodes that enable the learning of 
more complex patterns.



a model inspired by neural networks in the human brain.



It consists of processing units, known as nodes, organized into layers.



These nodes receive input, perform math computations, and produce output.



Knowledge is not 
explicitly represented
With billions of parameters in their networks, they don't 
have any easily interpretable "rules" or "knowledge 
base" that engineers can directly inspect or modify. 
Their knowledge is embedded in the connections 
between nodes in neural networks.

"a black box"

175 billion parameters in ChatGPT



It's not words and 
sentences.

It's a big network of 
math operations.
(don't call it a "database")





LLMs are now called "foundation models"

They are multimodal. Not only about language or text.

Image creation

Computer vision for uploading and talking 
about images

Voice assistant (talk to it and it replies 
verbally)



CEO: Sam Altman

Versions for researchers
GPT 1 (2018)

GPT 2 (2019)

GPT 3 (2020)





Added an easy chat interface and made it free for the public. (GPT 3.5)



ChatGPT
"Generative Pre-trained Transformer"



What was ChatGPT (3.5) trained on?

Open AI hasn't made public what GPT-4 is trained on.

https://gizmodo.com/chatbot-gpt4-open-ai-ai-bing-microsoft-1850229989


When training is done: the data is set aside.

Once the training is done, it's not needed for the model to work.



Saved as patterns
It learned from all that data. It uses that to generate new text.



Semantic searching
Searching by meaning (using that 
math)

Similar concepts don't need to 
include the same words, like in 
keyword searching.

semanticscholar.org

https://semanticscholar.org/


What is "generative AI?"
AI that can generate new content:

text

images

video

music

speech

This image was generated with Adobe Firefly.



It's important to know the difference between 
generative AI & other types of AI.



Discriminative AI
Classify or recognize patterns in existing 
data.

Examples

Spam filtering

Netflix video recommendations

Using AI to find medical images that might indicate 
health problems



Why know the difference?
These types are often lumped together in news stories, but they are very different.

Their strengths and weaknesses are very different.

Facial recognition is discriminative AI. 
Time to Ban Facial Recognition from Public Spaces and Borders.

https://www.hrw.org/news/2023/09/29/time-ban-facial-recognition-public-spaces-and-borders


ChatGPT is not the only foundation model

All have both free and paid versions.

ChatGPT Claude

ChatGPT Plus Microsoft 
Copilot 

Meta AI Gemini Perplexity AI
(based on 

foundation models)

https://libguides.library.arizona.edu/ai-literacy-instructors/beyond

https://chat.openai.com/
https://claude.ai/chats
https://openai.com/blog/chatgpt-plus
https://copilot.microsoft.com/
https://copilot.microsoft.com/
https://www.meta.ai/
https://gemini.google.com/
https://www.perplexity.ai/
https://libguides.library.arizona.edu/ai-literacy-instructors/beyond


What is grounding?
Grounding is an important concept in AI 
research. It is about connecting the model to 
external sources of knowledge - such as:

web search results 
(like Microsoft Copilot)

https://techcommunity.microsoft.com/t5/fasttrack-for-azure/grounding-llms/ba-p/3843857


Which models are 
grounded with search results?

Not grounded

ChatGPT
(exception:

 limited searching)

Claude

Grounded

ChatGPT Plus Microsoft 
Copilot 

Meta AI Gemini Perplexity AI

https://chat.openai.com/
https://claude.ai/chats
https://openai.com/blog/chatgpt-plus
https://copilot.microsoft.com/
https://copilot.microsoft.com/
https://www.meta.ai/
https://gemini.google.com/
https://www.perplexity.ai/


Un-grounded models



Un-grounded models rely only their training data

ChatGPT (free version)

Claude

These models will never be useful for very current information.

ChatGPT: up to January 2022

Claude: up to April 2024.

https://chat.openai.com/
https://claude.ai/chats
https://support.anthropic.com/en/articles/8114494-how-up-to-date-is-claude-s-training-data


Tasks for un-grounded models
Generate ideas (for anything)

Come up with examples

Generate keywords for searching in 
research databases

Summarize long documents

Revise your writing in different styles

Revise your writing for different audiences 
or levels

Copy or upload parts of a research paper 
you don't understand and ask it to explain it 
in simpler terms



Think of these as wordsmiths and idea 
generators, not search engines.



Grounded models
They have a search engine as a tool to work with.



Models with grounding
Models that answer based on their training PLUS …. a 
source of facts

Examples: web search results

Microsoft Copilot

Perplexity AI

Gemini



Grounded with web search

perplexity.ai

Keep track of these models: https://libguides.library.arizona.edu/ai-literacy-instructors/beyond

https://libguides.library.arizona.edu/ai-literacy-instructors/beyond


You can also ground a model
 with scholarly papers

https://elicit.com/

https://elicit.com/


Elicit is grounded with Semantic Scholar data

But still not nearly as big as the coverage of Google 
Scholar or library databases.



Hallucination can still happen, even with 
grounded models.

But it's easy to recognize when it links to a source that's not relevant.

And or course, web search results can contain misinformation.

Keep a "human in the loop"

https://hai.stanford.edu/news/humans-loop-design-interactive-ai-systems


What else we'll cover in week 1

Choosing an AI tool for your task

Understanding tokens and context 
windows, and how words get 
turned into math

Openly licensed vs proprietary 
models



Hands-on activities, week 1
Configuring your privacy settings

Writing an explanation of the 
technology for a 13 year old

Sorting virtual flash cards representing 
various types of AI into generative vs 
discriminative AI

Using Perplexity effectively to search 
the web

Using Elicit effectively to search 
scholarly articles



Readings, week 1
Privacy (especially related to HIPPA and 
other regulations)

Transparency and citing

Openly licensed (open source) models

Discussion forum



Week 2 - Prompting for language models



Short videos 
about prompting



Prompting: how you talk 
with it
It makes a big difference in how it responds.



Give it context.
Role
“You are an expert in child development.ˮ
“Act as an expert in public health."

Context
"Using the theory of [insert a theory], create 
a …"



Give it clear instructions, including format.

Example:

"Use Mike Caulfield's ideas for how to be an effective fact-checker. Create a 
lesson plan for college freshmen to help them learn to fact-check information 
they find on the Internet. The outcomes should be that students become familiar 
with Caulfield's "Four Moves" for effective fact-checking, and that they gain 
practical skills to fact-check information they find on the Internet. Format the 
output in the way a typical lesson plan is formatted."



Formats
tables

emojis

ascii art

code

quiz questions

and more…



Don't expect the perfect answer right away.

Ask for changes, clarifications, or improvements. Tell it exactly what you want 
and what format you'd like it in.

Keep conversing — "ask and adjust."



Use the results as a starting point.
Use your own expertise to modify these. It's great for getting ideas. But you are 
the expert.



"Prompt engineering?" or "Prompt crafting?"

It's not like coding, you get slightly different responses each time.

It's more like talking to a human assistant and giving them detailed 
instructions.



What is "hallucination?"
The official term from the field of machine 
learning for outputting inaccurate but 
plausible information.

You could say, "making things up."

Always fact check.



There is ongoing research on 
ways to mitigate hallucinaion



Prompting to avoid hallucinations



Ask multiple times
One feature of hallucinations is that they tend to be different across different outputs. 

So one thing you can do is ask multiple times and see if the outputs are consistent.

Learn more in this Coursera course: 8 Most Controversial Terms in AI, Explained
(You can audit it for free).

https://www.coursera.org/learn/8-most-controversial-terms-in-ai-explained


I asked ChatGPT 4o three times: same answer, 
worded differently — likely correct

I verified it here. The Largest Hippopotamus on Record, Aug. 19, 2024

https://www.animalsaroundtheglobe.com/the-largest-hippopotamus-3-63921/


Asked Claude 3 times: different answers — likely 
hallucinating



Give the model an "out"
Add to your prompt: "Answer the question only if you know the answer or can make a well-informed 
guess. Otherwise, tell me you don't know."



Prompting to avoid bias



Bias is in the training data
Human society is biased.

And it's trained on a wide selection of human 
writings.



The team found that just prompting a model to make sure its answers didnʼt rely on stereotyping had 
a dramatically positive effect on its output.



Just ask it to not be biased or stereotypical.

Shared conversation

The boy, Liam, choose carpentry and the girl, Mia, choose writing.

In this version, Alex, chooses carpentry, and and Sam chooses writing.

(Sam used "they" pronouns).

https://chatgpt.com/share/1612b422-5d8b-42ce-a24f-fc76c5f05d59


Why it's so challenging to solve bias in LLMs

From: Should ChatGPT be Biased? Challenges and Risks 
of Bias in Large Language Models by Emilio Ferrara. Nov. 
7, 2023

Human language itself is biased (reflects society), 
deeply ingrained in language structures.

Norms and values vary across communities and 
regions.

Language and culture constantly evolve.

Also biased: 
search engine results, websites, Wikipedia, LC Subject 
Headings, etc.

https://firstmonday.org/ojs/index.php/fm/article/view/13346
https://firstmonday.org/ojs/index.php/fm/article/view/13346


Prompting for more creative answers



Sentences you can add to a prompt for creative answers

"Play devil's advocate and provide a counterargument to the solution you just proposed."

"Identify potential unintended consequences or long-term implications of the strategy you 
suggested."

"Describe how this problem might be approached differently in [insert a different culture, time 
period, or industry]."

"Identify the most important factors contributing to this problem, and then propose a solution 
that addresses the root causes rather than the symptoms."

"Imagine it's 50 years in the future and society has successfully solved this problem. Work 
backwards and describe the key steps that led to this resolution."

Sentences you can add to your prompts - Darren Coxon

https://www.linkedin.com/posts/darren-coxon_gen-ai-is-trained-for-efficiency-this-can-activity-7173236480818012160-e7DM


What else we'll cover in week 2

Practical tips for LLMs and their settings

Many more prompting tips and examples

Creating specialized chatbots

Retrieval Augmented Generation (RAG)



Hands-on activities, week 2

Special prompting activities for LLMs

Experiment with chatbots made by 
others

Build your own chatbot for a healthcare 
or medical topic



Readings, week 2

On prompting

On chatbots for education

A chatbot for digital 
collections (Northwestern 
University)

Discussion forum



Week 3 - Using multimodal features



Multimodal features
Data analysis1.

Computer vision2.

Voice assistants3.

Language translation4.

Creating transcripts5.



Videos for week 3



Computer vision



Get context for a photo
Please describe this image.

From Library of Congress Free to Use Sets

https://www.loc.gov/resource/cph.3a24566/


Get practical help

A cord for this rechargeable moon 
lamp.

I didn't know what it was 
called and I needed to order a 
replacement for this broken 
cable.

Prompt
Act as an expert in 
electronics. What kind of cord 
is this?



Describe objects for vision-impaired

Previously they used volunteers to describe the photo to the blind person. 
But now, you can choose AI.
https://openai.com/customer-stories/be-my-eyes

Free app for iOS or Android.

https://openai.com/customer-stories/be-my-eyes


Be My Eyes - mobile app
Voiceover on the iPhone will read the text out loud.

People say they don't want to "bother" a 
human being, so they like the AI feature.



A useful prompt for alt text

Please look up best practices for alt text 
and offer three alternatives for this 
image.



If you don't want to pay for ChatGPT Plus 
(or you run out of usage on the free version)

Try these free tools

Google's Gemini has computer vision

Claude has computer vision

https://gemini.google.com/
https://claude.ai/


Language translation



HeyGen video translation
HeyGen generates videos with AI-generated avatars and voices.

They also can translate videos, see https://www.heygen.com/video-translate

https://www.heygen.com/
https://www.heygen.com/video-translate


Translate language in a video: HeyGen

01:42

Vimeo

HeyGen video translator

Made with HeyGen translator, https://labs.heygen.com/video-
translate

From English to —→ Spanish, French, Hindi, Mandarin
( I only speak a little bit of Spanish, and I don't speak the other languages).

Longer version of my video where I read a paragraph from Alice in Wonderland.

https://vimeo.com/866163117
https://vimeo.com/866155947?share=copy


Translate conversations in real time
On a mobile phone: Samsung Galaxy S24

YouTube

Galaxy S24 AI translation explained!

Another video shows how to set it up and all 
the translation features.

https://www.youtube.com/shorts/ea07YpO63BQ
https://youtu.be/pjO51vbbCRY?si=YkDP8yTq5QzgyvPq


Hands-on activities, week 3
Translate your voice to another language

Create a transcript of an audio recording

Use computer vision to write "alt text" for 
images

Experiment with data analysis

Experiment with Audio Overviews in 
NotebookLM



Readings, week 3

Accessibility

Voice mode and audio overviews

Computer vision

Discussion forum



Week 4 - Understanding multimedia generation



Videos for week 4



Image generation
What kinds of images can you create?

(from the tutorial: Creating multimedia with AI tools)

https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/eVFYOogwVVtMgUVotHY2kgrg4dmLwk0b
https://lib.arizona.edu/tutorials/multimedia-ai/#/


Bias in AI-generated images

(from the tutorial: Creating multimedia with AI tools)

Lesson on bias

https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/kNIpLMk11hvj1L9MTrkCx9zoBy7Mfd_B


Bias in AI-generated images

(from the tutorial: Creating multimedia with AI tools)

Lesson on bias

https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/kNIpLMk11hvj1L9MTrkCx9zoBy7Mfd_B


Video avatar generation
This one is made with 
Synthesia, which enables 
changing facial expressions, 
based on the emotion of the 
speech. 

Companies use this tool to 
creating training videos for 
marketing, technical support, 
and similar purposes. 

(from the tutorial: Creating multimedia with AI tools)

lesson on creating videos

https://www.synthesia.io/
https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/BbD5DZYEsYQ7UyHoR2rgZ5YgiZVShDV1


Synthetic avatars in healthcare

00:35

YouTube

Expressive AI Avatars | Healthcare Use Case

Æ Try out Synthesia's world-first Expressive AI Avatars for free
here: https://www.synthesia.io/avatars?…

Synthesia on YouTube

https://www.youtube.com/watch?v=rlpVTpGpjPY


Generating voices

from the tutorial: 
Creating multimedia 

with AI tools

Creating voices

https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/bfIkmxBoZ171R6DuX4Ep626Tn1dSwxjk


Deepfakes
from the tutorial: 

Creating multimedia 
with AI tools

Deepfakes

https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/
https://lib.arizona.edu/tutorials/multimedia-ai/#/lessons/v7lrtS4awqeO2CtkqwPaNcWMghGOWqkd


Artists with disabilities find it useful

"With painting and watercolor and collage, 
those required more dexterity and the ability 
to sit up for long periods of time. As my 
disease progressed, those things became more 
and more difficult."

I learned how to do some prompting and I was 
able to create a piece of art that would have 
been an incredibly difficult thing for me to do 
before.

It was really just having this moment of feeling 
like I had been given a little bit of my humanity 
back."

Amnesty International and Fight for the 
Future's 5th Salon on Generative AI

Amli Art - She's been suffering from a chronic 
illness since age 13. 
Hear more from her and other artists in this 
video.

https://www.youtube.com/watch?v=yJIoy7BGfi0
https://www.youtube.com/watch?v=yJIoy7BGfi0
https://www.youtube.com/watch?v=yJIoy7BGfi0&t=1824s
https://www.youtube.com/watch?v=yJIoy7BGfi0&t=1824s


Hands-on activities, week 4
Generate images of 
diverse people

Generate voices with 
Eleven Labs

Generate a lip-synced 
video clip with Hedra

Recognizing AI-generated 
images

00:04

Vimeo

We are all puppets on t…

00:06

Vimeo

We have to find a way …

https://vimeo.com/971815312
https://vimeo.com/971816718


Readings, week 4

Views from artists & designers

Copyright issues

Transparency and labeling 

Artists with disabilities

Discussion forum



Week 5 - Staying current, avoiding the hype



Videos for week 5



A long history of media scares about tech

Don't Touch That Dial!
A history of media technology scares, from the printing press to Facebook.

https://slate.com/technology/2010/02/a-history-of-media-technology-scares-from-the-printing-press-to-facebook.html


Examples from history

April 2, 1965 cover of Time Robots Have Been About to Take All the Jobs 
for 100 Years

Pessimist's Archive

Headlines from the 1980s/90s

https://time.com/3754781/1965-predictions-computers/
https://newsletter.pessimistsarchive.org/p/robots-have-been-about-to-take-all
https://newsletter.pessimistsarchive.org/p/robots-have-been-about-to-take-all


Stories about AI that got it wrong 
or were misleading

From 2023-24



Lack of technical understanding
 leads to untrue stories in the media



Did you see these headlines from July 2023?

AI used to create new and final Beatles song

https://www.theguardian.com/music/2023/jun/13/ai-used-to-create-new-and-final-beatles-song-says-paul-mccartney


They did not turn John Lennon into an AI model

What the Beatles can teach us about AI - 
Bennet Institute for Public Policy

“Why is Paul McCartney turning John Lennon 
into an AI model for an ‘unreleasedʼ song based 
on demo tapes??ˮ a Twitter user by the name 
of Smooth Cat demanded of Sean Ono 
Lennon, Johnʼs son and the guardian of his 
estate. “Are you OK with this? Did you reach 
out??ˮ

Sean politely replied that this was not actually 
happening. “All we did was clean the noise 
from the vocal track.ˮ  This has been possible 
for years, but AI just does it more precisely, he 
said. “People are completely misunderstanding 
what occurred.ˮ

https://www.bennettinstitute.cam.ac.uk/blog/ai-2/


Paul clarifies

Paul clarifies

The song: Now and Then on Apple Music

https://variety.com/2023/music/news/paul-mccartney-clarifies-ai-new-beatles-song-1235652187/
https://music.apple.com/us/album/now-and-then-single/1713197371


A flawed research paper



Flawed research paper leads to 
many news headlines

Paper from a scholarly journal.

August 2023

https://link.springer.com/article/10.1007/s11127-023-01097-2


So many flaws in the paper
A professor and PhD student of computer science at Princeton University

AI Snake Oil responds 
Arvind Narayanan and Sayash Kapoor

Problems:

the authors of the paper used an 
older model (not ChatGPT)

didn't prompt well

https://www.aisnakeoil.com/p/does-chatgpt-have-a-liberal-bias


Experts are often bad 
at predicting the future



Examples

The peculiar blindness of experts

A study:

"Tetlock decided to put expert political and 
economic predictions to the test. With the Cold 
War in full swing, he collected forecasts from 
284 highly educated experts who averaged 
more than 12 years of experience in their 
specialties. To ensure that the predictions were 
concrete, experts had to give specific 
probabilities of future events. Tetlock had to 
collect enough predictions that he could 
separate lucky and unlucky streaks from true 
skill. The project lasted 20 years, and 
comprised 82,361 probability estimates about 
the future.

The result: The experts were, by and large, 
horrific forecasters. Their areas of specialty, 
years of experience … made no difference. 
They were bad at short-term forecasting and 
bad at long-term forecasting. They were bad at 
forecasting in every domain.ˮ

https://www.theatlantic.com/magazine/archive/2019/06/how-to-predict-the-future/588040/


1999: "A lump of coal is burned every time a book 
is ordered online" - wrong

Near the peak of the dot-com boom in the 
1990s, a Forbes article said, “Somewhere in 
America, a lump of coal is burned every time a 
book is ordered online.
-Dig more coal: the PCs are coming, 1999

The authors of the article (widely cited in 
subsequent years), estimated that “half of the 
electric grid will be powering the digital-
Internet economy within the next decade.ˮ

But that was wrong. There were errors in both 
its facts and methodology.
Sorry, Wrong Number: The Use and Misuse of 
Numerical Facts in Analysis and Media 
Reporting of Energy Issues, 2002

https://www.forbes.com/forbes/1999/0531/6311070a.html?sh=3a23e8a82580
https://www.annualreviews.org/doi/10.1146/annurev.energy.27.122001.083458
https://www.annualreviews.org/doi/10.1146/annurev.energy.27.122001.083458
https://www.annualreviews.org/doi/10.1146/annurev.energy.27.122001.083458


Netflix and climate predictions, 2019

Updated calculation released on the carbon impact of online video streaming - Carbon Trust

"The findings revealed that at an individual level, the carbon footprint of viewing one hour of video-
on-demand streaming is very small compared to other everyday activities."

https://www.carbontrust.com/news-and-insights/news/updated-calculation-released-on-the-carbon-impact-of-online-video-streaming


So beware of predictions about AI
The seven deadly sins of AI predictions
Rodney Brooks, 2017

He's a former director of the Computer Science 
and AI Lab at MIT.

"We are surrounded by hysteria about the 
future of artificial intelligence and robotics—
hysteria about how powerful they will become, 
how quickly, and what they will do to jobs."

https://www.technologyreview.com/2017/10/06/241837/the-seven-deadly-sins-of-ai-predictions/
https://rodneybrooks.com/the-seven-deadly-sins-of-predicting-the-future-of-ai/


Putting the data centers in context

Axios generate, Oct. 16, 2024

https://www.axios.com/newsletters/axios-generate-ae0b8240-8b02-11ef-972b-63000da32e50.html?chunk=4&utm_term=twsocialshare#story4


Staying current



Cast a wide net
(Don't only follow people like you).

Look at publications from different types of 
librarianship. (academic, public, school, corporate, 
special, archives, museums)

Look outside librarianship: entrepreneurs, machine 
learning researchers, text and data mining folks, 
practitioners of AI art and film.

Look worldwide, not only in your own country.



Follow different types of people
educators

researchers

academics

power users of genAI

ethics experts

machine learning 
experts

business analysts

artists & filmmakers

architects & designers



Follow different types of 
sources

email newsletters

social media

conference videos

webinars

podcasts

and more…



… and many more specific 
recommended sources.



Stay current with my newsletter

https://nicolehennig.com

https://nicolehennig.com/


Hands-on activities, week 5
Avoiding hype (both positive and 
negative) in news stories (using a 
prompt in Claude)

Understanding how the media can 
get things wrong about AI 
("Debugging Tech Journalism" & 
"solutions journalism")

Use my custom bot: 
The Hype Detector



Readings, week 5
Hype and journalism

Future developments

Generative AI and libraries

Recommended sources for staying current

Discussion forum



Week 6 - Generative AI in healthcare & medicine



Use cases in healthcare

Generative AI in healthcare: Use cases and challenges

https://www.n-ix.com/generative-ai-in-healthcare/


Risks

Generative AI in healthcare: Use cases and challenges

https://www.n-ix.com/generative-ai-in-healthcare/


… and ideas for 
health science libraries.

with hands-on activities and readings



Questions & discussion

Thank you!

nhennig@arizona.edu
https://nicolehennig.com

Link to these slides:
https://bit.ly/hennig-genAI

University of Arizona generative AI materials
https://libguides.library.arizona.edu/genAI

https://nicolehennig.com/
https://bit.ly/hennig-genAI
https://libguides.library.arizona.edu/genAI

